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Abstract—With the fast development of the Internet technol-
ogy, the court text information is collected from various fields
at an unprecedented speed, such as Weibo and Wechat. This
big court text information of high volume poses a vast challenge
for the judge making reasonable decisions based on the vast
cases. To cluster the reasonable assistant cases from the vast
cases, we propose a deep CFS model for the text clustering,
which can cluster the court text effectively, in this paper. In the
proposed model, a robust deep text feature extractor is designed
to improve the cluster accuracy , in which an ensemble of deep
learning models are used to learn the deep features of the text.
Furthermore, the CFS algorithm is conducted on the extracted
deep text features, to discover the non-spherical clusters with the
automatic find of the cluster centers. Finally, the proposed deep
cluster model is evaluated on two typical datasets and the results
show it can perform better than compared models in terms of
the cluster accuracy.

Index Terms—deep learning model, text clustering, the deep
CFS model.

I. INTRODUCTION

W ITH the fast development of the Internet technology,

the court text information is collected from various

fields at an unprecedented speed, such as Weibo and Wechat

[1] [2]. This big court text information contains many useful

knowledge which can assist the judge to make decisions

effectively and efficiently. Furthermore, it can help the junior

judges to acquaint the experience [3-5]. However, it is a

vast challenge for the judges to extract the similar court

knowledge from those big court cases to make reasonable

decisions based on those assistant knowledge [6]. Specially,

there is no unified standard which can be used to distinguish

the similar cases. On the other hand, the law permits the judges

to make decisions based on their personal knowledge. Those

two reasons lead the judges who have different law knowledge,

case experience and value to make the different decisions for

the same case. Furthermore, the fast increase of the number

and the complexity of the case supplies the judge with more

similar cases, which further makes it more difficult to assist

the judge to make reasonable decisions [7]. Thus, how to

effectively distinguish those complicated cases requires novel

models and algorithms.

Clustering, an important method of the knowledge discov-

ery, attempts to divide the unlabeled objects into different

groups based on the similarity between the objects such that

the objects with high similarity are classified to the same

group while the objects with low similarity are in the different

groups [8] [9]. Many clustering algorithms are introduced and

those algorithms can be divided into several classes [10-13].

Specially, the distance-based clustering algorithms, such as the

K-means and K-medoids assign the objects to the clustering

center with the smallest distance[14] [15]. Typically, this kind

of algorithms optimize the sum of the distance between the

object and the pre-assigned clustering center. Although they

achieve the state-of-the-art performance in various domains,

such as the image segmentation and the text recognition, those

algorithms cannot well cluster the non-spherical data. Another

kind of clustering algorithms is based on the distribution of the

objects [16]. The distribution-based methods aims to use an

ensemble of well-designed probability distribution functions

to represent the objects. However, the distribution-based algo-

rithms cannot produce the high clustering accuracy without

the well-fitting distribution functions. To solve the above

problems, the density-based clustering algorithms are proposed

[17]. The density-based algorithms can cluster arbitrary shape

data, in which the similar objects of the same clustering center

are located in the region of the high density and surrounded

by the regions of the low density [18]. Although the density-

base clustering algorithms can detect arbitrary shape data, it is

a difficult to choose a reasonable cut-off density which has a

vital effect on the cluster accuracy. To address the non-trivial

selection of the cut-off density of the density-based algorithm,

Alex proposed the CFS algorithm (Clustering by fast search

and find of density peaks) [19].

In CFS, both the distance and density bases are adopted to

detect the underlying patterns contained in the objects [19].

Specially, the distance basis is used to define the local density

of the object, and two arbitrary objects with a short distance

are in the same region with a high density. Then, based on

the local density, the clustering distance is introduced, which

can detect the clustering centers of the large local density

and the large clustering distance. The CFS algorithm can

cluster the arbitrary shape data objects with the automatic

detection of the clustering centers and achieve the state-of-the-

art performance in various application. However, there are still

some drawbacks in CFS, such as the selection of the cut-off

distance and the selection of the density peaks. To cluster the

unlabeled objects where there are more than one density peaks

in a cluster, Zhang et al. proposed an extended CFS (ECFS)

algorithm [20]. In ECFS, the clustering process is composed of

the stages, e.i., the pre-clustering and the merging-clustering.
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In the pre-clustering stage, the CFS algorithm is conducted

on the unlabeled data to produce the candidate cluster set.

Differently, the cut-off distance of ECFS is more smaller to

group the objects of the same local density in the cluster into

sperate classes. In the merging-clustering stage, the similar

classes are be merged into a class by measuring the similarity

of the classes. ECFS can cluster the data with more density

peaks, but the final number of the clustering center still

needs to be assigned. To address the above problems, Jing

et al. proposed an improved CFS algorithm [21]. Specially,

to improve the robustness of CFS, the standard deviation is

employed to compute the cut-off distance. Furthermore, the

”bump” strategy is used to automatically detect the number

of the class. At the same time, the merging clustering and

splitting clustering are used to justify the cluster results.

Those improved CFS algorithm can effectively improve the

performance of the CFS algorithm, but they ignore the noise

contained in the data, which has great effect on the clustering

results.
This paper investigates a new method to discover the hidden

patterns of the big court text to assist judges make decisions.

To achieve that purpose, a deep CFS algorithm is proposed

for the text classification. Specially, a robust deep text fea-

ture extractor is designed to improve the cluster accuracy

by filtering the noises of the raw input. It is initialized by

the layer-wise unsupervised learning strategy that the initial

parameters of each layer are trained by the basic auto-encoder

of the equal neurons re-constructing the input. Furthermore,

an ensemble of deep learning models learn the features of

the text by adopting the dropout method to improve the

learning efficiency. Moreover, to group the big court text,

the CFS algorithm is used to cluster the text. It can classify

the non-spherical clusters with the automatical find of the

cluster centers by computing the local density and the density-

based distance. Finally, the proposed deep cluster algorithm is

evaluated on a typical dataset and a real court text dataset.

The results show it can perform better than compared models

in terms of the cluster accuracy.
Thus, the contributions can be summarized into the three-

fold aspects:

• To assist judges make decisions based on the big court

text, a deep CFS algorithm is proposed for the text clas-

sification, in which the robust deep text feature extractor

and the typical CFS algorithm are combined to discover

the hidden patterns of the big court text. And extensive

experiments are conducted to evaluate the performance

of the proposed model.

• To learn the deep robust features of the text, a robust

deep text feature extractor is designed by the layer-wise

unsupervised learning and the dropout learning. In detail,

the layer-wise unsupervised learning is used to obtain

the initial parameters of each layer by re-constructing

the input of each layer. After that, an ensemble of deep

learning models are used to improve the learning of the

text features.

• To group the big court text, the CFS algorithm is used

to cluster the text which can discover the non-spherical

clusters with the automatical find of the cluster centers,

based on the distance between the data point.

The rest of this paper is organized as follows. Section II

describes the robust deep text feature extractor. Section III

introduces the deep CFS algorithm. The experiments of the

proposed model is demonstrated in Section IV. Section V

concludes the whole paper.

II. THE DEEP CFS ALGORITHM

In this section, we first introduce the robust deep text

feature extractor which can effectively capture the intrinsic

representation of the text contained noises. Then, the deep CFS

model is introduced based on the above deep representation

of the text, which can cluster the court text.

A. The Robust Deep Text Feature Extractor

The features play an vital role in various text applications,

such as the text classification and the text clustering [22] [23].

To obtain a set of good features of the text is a difficult work

by the experts based on their experience [24] [25]. Especially,

there are few text extractors designed for the court text. To

address this problem, we introduce a deep text feature extractor

based the deep learning which is an effective feature learning

technique achieving the state-of-the-art performance in the

images and audio domains [26]. Furthermore, to train a robust

deep text feature extractor, the dropout technique is adopted,

which uses the geometric average of the ensemble of standard

deep text feature extractors as the output.

The dropout technique proposed by Hinton is an effective

method that prevents the supervised neural network from over-

fitting [27-29]. In dropout, each neuron is dropped randomly

with a probability at each training phase, which amounts to

sampling an ensemble of thinned deep models with different

architectures trained on the different data. In the dropout, the

geometric mean is used to approximate the predictions of those

thinned deep models. Thus, the dropout method are adopted

in the proposed text feature extractor, as shown in Fig. 1. The

steps of proposed text feature extractor is composed of the

feed-forward, back-propagation and prediction computations.

a) The feed-forward computations.

For a dropout neural network with H fully-connected layers,

h ∈ {1, 2, · · · , nH} denotes the index of the layer with

h0 and hnH
representing the input layer and output layers,

respectively. Let z(h) be the input vector of the layer h. a(h)

denotes the output of the layer h. W (h) and b(h) are the weight

matrix and the bias vector of the hidden layer h. The feed-

forward pass of a dropout neural network is described in the

following:

s
(h)
i ∼ Bernoulli (p)
ã(l) = s(h) ∗ a(l)
z
(l+1)
j = w

(l+1)
j ã(l) + b

(l+1)
j

a
(l+1)
j = f

(
z
(l+1)
i

) , (1)
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(a) The standard neural network (b) The dropout neural network

Fig. 1. The robust deep text extractor.

where s(h) is the mask vector in which each element s
(h)
i

subjected to the Bernoulli distribution. The masked output

vector ã(l) can be obtained by the element-wise product of

the mask vector and the standard activation vector. In other

words, it is the thinned output vector in which the standard

activation is set to be the zero with the probability of p.

b) The back-propagation computation. In the dropout back-

propagation, the loss only passes through the selected architec-

ture. The details of the dropout back-propagation are described

as follow:

Step 1. l = nH is the output layer. Compute the loss term

as follows:

ΔδnH = (Y −A)⊗ f ‘ (ZnH ) . (2)

δnH , Y and A are the vector form of the loss term, the

expected label and the activation, respectively.

Step 2. l = nH−1, · · · , 3, 2 is the hidden layer of the

network. Compute the loss term in the following form:

Δδl = WTδl+1 ⊗ f ‘
(
Zl

)⊗ Sl, (3)

where W denotes the weight, Sl is the mask vector and ⊗
represents the element-wise product.

c) The predictions computation.

In the prediction phase, the whole architecture without

dropout are used to compute the prediction value. And the

weights of the model are multiplied by a ”scale-up” factor to

emulate the behavior of the ensemble of those thinned sub-

networks. Thus, the output of the test phase is as follows:

O
(l)
itest = a

(∑sl−1

j=1
pw

(l−1)
ij x

(l)
j + b

(l)
i

)
. (4)

sl−1 denotes the number of the neuron of the hidden layer

l−1, Xi is the mask factor, and p represents the scale-up factor

which guarantees that the expected output of each nodes under

random dropout is the same as the output produced during pre-

training.

To further improve the training efficiency of the robust

deep text feature extractor, the pre-learning method is used

to initialize the weights and biases of each layer before the

dropout learning [30]. The pre-learning uses the unsupervised

strategy to train each layer, in which each layer aims to re-

construct the input training objects by the the back-propagation

algorithm. Thus, the details of the training of the robust deep

text extractor are demonstrated in the Algorithm 1.

B. The CFS Algorithm

After obtaining the robust deep text features, the CFS

algorithm is used to cluster the text into the corresponding

categories by the fast search and find of density peaks.

Specifically, the clusters are surrounded by the boundary with

the lower local density and the cluster center is far from

other cluster centers in the CFS algorithm. For example, given

the deep representation of the dataset X = {x1, x2, · · ·xn},
two quantities are computed to classify the text object into

categories. The first quantity is the local density which aims to

measure the distribution of the text objects. The local density

is expressed as:

ri =
∑
k

x (sij − sc), (5)

where ri denotes the local density of the test object i, and

x (sij − sc) is computed as follows:

x (sij − sc) =

{
1 ifsij − sc ≤ 0
0 otherwise

(6)

where sij represents the difference between the text object i
and the text object j and the sc is the cutoff distance which

denotes the maximum difference in one class.

The second quantity is the distance between the text object

and the other text object with a higher local density. It is

expressed as:

δi = min
j:rj>ri

(dij) . (7)

For the text object i with highest local density, δi is set to be

the maximum distance between the text object i and other text

object. Generally, the cluster center are objects with the large

δi.
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Algorithm 1: The deep text feature learning algorithm

Require: text objects
{(

Xi, Y i
)}

, iterator, learning rate η,

threshold

Ensure: weights and biases θ = {W, b}
for layerl = 2, 3 · · ·L do

compute the feed forward process of the pre-learning

training:

for inputl = 1, 2 · · ·N do
zli = Wli · inputl + bi;
oli = f (zli);
zlo = Wlo · oli + bo;

olo = f (zlo);
end for
compute the back-propagation process of the

pre-learning training:

if Jl > threshold then
σ(lo) = − (x− olo) · f ′

(
zlo

)
;

σ(li) =
(
W (lo)

)T · σ(lo) · f (zli) ;

update the weights and biases:

Δb = Δb+Δσ;

ΔW = ΔW + o ·Δσ;

b = b+ 1
NΔb;

W = W + 1
NΔW ;

end if
end for
for inputl = 1, 2 · · ·N do

compute the feed forward process of the dropout

training:

for layerl = 2, 3 · · ·L do
zli = Wli · inputl + bi;
oli = f (zli);

end for
compute the back-propagation process of the dropout

training:

if Jl > threshold then
for layerl = 2, 3 · · ·L do

if l = lastlayer then
σ(lo) = − (y − olo) · f ′

(
zlo

)
;

else
σ(li) =

(
W (lo)

)T · σ(li+1) · f (zli);
end if

end for
σ(li) = W · σ(lo) · f ′ (zli) ;

update the weights and biases:

Δb = Δb+Δσ;

ΔW = ΔW + o ·Δσ;

b = b+ 1
NΔb;

W = W + 1
NΔW ;

end if
end for

The details of the deep CFS algorithm is outlined in

Algorithm 2.

Algorithm 2: The deep CFS algorithm

Require: deep text features {X(1), X(2), · · · , X(N)}, cut-off

distance sc
Ensure: Clustering results

for i = 1, 2 · · ·N do
for j = 1, 2 · · ·N (j �= i) do

compute the distance sij :

sij =
√
(xi1 − xj1)

2
+ · · ·+ (xin − xjn)

2
;

end for
for j = 1, 2 · · ·N (j �= i) do

compute the local density ri:
ri =

∑
k

x (sij − sc);

x (sij − sc) =

{
1 ifsij − sc ≤ 0
0 otherwise

;

end for
for j = 1, 2 · · ·N (j �= i) do

compute the clustering distance δi:
if ri = rmax then

ri = max(sij) ;

end if
δi = min

j:rj>ri
(sij);

end for
the clustering centers {ci} are points with lager ri and

δi;
for j = 1, 2 · · ·N (without {ci}) do

compute its centers {ci};
end for

end for

III. EXPERIMENTS

A. Experiments on Fudan corpus

In this subsection, we assess the deep CFS algorithm on

the Fudan corpus which is a typical Chinese text dataset [3].

This corpus contains 21 classes, such as art, education, and

computer. In the experiment, we use 2815 texts grouped into

10 classes to evaluate the performance of the proposed model.

The results are demonstrated in Fig. 2.

From the Fig.2, we can conclude two observations. The

first observation is that the deep CFS algorithm can achieve

higher clustering accuracy than that of the CFS algorithm in

the most cases. Specially, the best clustering accuracy of the

deep CFS algorithm for the fudan corpus is 83.8 % is much

larger than that of the CFS algorithm. The reason is that the

deep text feature extractor of the deep CFS algorithm can

produce the effective feature. The clustering results produced

by the deep CFS algorithm is more stable that those of the

compared algorithm, since the deep text features used in the

proposed algorithm is more robust that of the direct vector of

the text. Those two observations illustrate the effectiveness of

the deep CFS algorithm.
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Fig. 2. The results on fudan corpus.

B. Experiments on real text corpus

In this subsection, we evaluate the proposed algorithm on

the real text corpus which is collected from Huayu company.

This corpus is composed of 4000 objects which can be

classified into 4 classes, such as transportation, fight, and

swindle. The clustering results are shown in the Fig. 3.

Fig. 3. The results on real corpus.

From the Fig. 3., we can obtain the similar observations.

In other words, the clustering accuracy of the deep CFS

algorithm is higher than that of the CFS algorithm. More

specifically, the worst clustering accuracy produced by the

proposed deep algorithm at the first experiment is higher than

the best clustering accuracy produced by the CFS algorithm

at the fourth experiment. Another observations is that the

results of the real text dataset are lower than those of the

representative text dataset, because there are more noises in

the real dataset than the representative text dataset. However,

the deep CFS algorithm still performs better than the CFS

algorithm on the real text dataset, indicating the effectiveness

of the proposed model.

IV. CONCLUSION

In this paper, an deep CFS model is designed to cluster

the big text data. One notable advantage of the proposed

model is to effectively implement the clustering of the big text

data by combining the new deep robust text extractor and the

CFS clustering algorithm. The new deep robust text extractor

is used to learn the effective representation of the big text

by the unsupervised pre-training learning and the supervised

dropout learning. The CFS clustering algorithm discovers the

non-spherical clusters with the automatical find of the cluster

centers, grouping the text objects into different classes based

on the similarity. The experimental results clearly demonstrate

that the proposed model can perform better than the CFS

algorithm in terms of the clustering accuracy, proving its

potential for the clustering of the big text data.

Although the deep CFS model can cluster the big text of

noises, it is still not efficient enough for the clustering of the

big text without the density peak. To improve the performance

of the deep CFS algorithm, new strategies for the find of

clustering centers will be used to automatically decide the

clustering centers.
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