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ABSTRACT Cross-modal hashing has drawn considerable interest in multimodal retrieval due to the explo-
sive growth of big data on multimedia. However, the existing methods mainly focus on unified hash codes
learning and investigate the local geometric structure in the original space, resulting in low-discriminative
power hash code of out-of-sample instances. To address this important problem, this paper is dedicated to
investigate the hashing functions learning by considering the modality correlation preserving in the expected
low-dimensional common space. A cross-modal hashing method based on supervised collective matrix
factorization is proposed by taking intra-modality and inter-modality similarity preserving into account.
For more flexible hashing functions, label information is embedded into the hashing functions learning
procedure. Specifically, we explore the intra-modality similarity preserving in the expected low-dimensional
common space. In addition, a supervised shrinking scheme is used to enhance the local geometric consistency
in each modality. The proposed method learns unified hash codes as well as hashing functions for different
modalities; the overall objective function, consisting of collective matrix factorization and intra- and inter-
modality similarity embedding, is solved using an alternative optimization in an iterative scheme. Extensive
experiments on three benchmark data sets demonstrate that the proposed method is more flexible to new
coming data and can achieve superior performance to the state-of-the-art supervised cross-modal hashing
approaches in most of the cases.

INDEX TERMS Cross-modal retrieval, matrix factorization, similarity preserving hashing, alternative
optimization.

I. INTRODUCTION
With the explosive growth of multimedia data pouring into
the Internet, cross-modal retrieval has attracted considerable
research interests in recent years. It has been an important
research topic in many real life applications, such as visual
search [1], image captioning [2], and machine translation [3].
Typical example is image search via a text query to return
the relevant images sharing the similar semantics. However,
the natural heterogeneous gap among different modalities,
such as images and texts, makes it difficult to measure the
similarity directly. In addition, the retrieval in large-scale
datasets becomes quite challenging due to the increasing
multimedia data. Most of the existing approaches to address-
ing these problems project the data from different modali-
ties into a low-dimensional common subspace, in which the

similarities can be computed directly. Among these methods,
hashing has gained increasing attentions due to its efficiency
on retrieval and low storage cost. The main goal of hashing
is to transform high-dimensional data into compact binary
codes [4]. Thus, the similarities between query code and the
retrieval sets can be measured by the Hamming distance,
which can be calculated efficiently via fast bit-wise XOR
operation in the expected Hamming space [5]. The retrieval
results are selected from the instances ranked in an ascending
order in terms of Hamming distances. Hence, in order to boost
the cross-modal retrieval, it is essential to learn the hashing
function that can well embed the correlation across different
modalities and the relationship within each modality.

Recently, significant efforts have been shifted to hash-
ing function learning for cross-modal retrieval. Linear
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Cross-Modal Hashing (LCMH) [6] was proposed based on
a clustering representation to preserve the inter-similarity
among different modalities and intra-similarity in each
modality. Inter-media hashing (IMH) algorithm was pro-
posed in [7] to facilitate large-scale cross-media retrieval.
IMH explored both the intra-media and inter-media consis-
tencies to achieve effective binary codes. It learns a set of
hashing functions for each bite of the hash code in each
individual modality. Inter-media consistency is formulated
by the shared similar semantics, and intra-media consis-
tency is formulated by the local structure information i.e.
affinity relationship within each individual modality. Cross-
view hashing (CVH) [5] formulated the problem of learn-
ing hashing functions as a generalized eigenvalue problem.
Supervised Multimodal Hashing (SMH) [8] was proposed to
seamlessly integrate semantic labels into the hashing lean-
ing procedure for large-scale data modeling. Most recently,
Collective Matrix Factorization Hashing (CMFH) [9] uses
matrix factorization to learn the latent concepts from each
modality, which has achieved an impressive result on cross-
modal retrieval. Nonetheless, CMFH does not preserve the
local structure information within each individual modality
i.e. intra-modality similarity, nor takes the inter-modality
correlations into consideration. Inspired by CMFH, several
extensions based on matrix factorization have been proposed
to formulate the supervised label information, such as super-
vised matrix factorization (SMFH) [10], [11], cluster-based
joint matrix factorization (C-JMFH) [12], Supervised CMFH
(SCMFH) [13], etc. In particular, SMFH [10] integrates
the graph regularization into the collective non-negative
matric factorization. Furthermore, label information is used
to refine the graph regularizer. Different from CMFH, SMFH
uses multiplicative iteration and a subsample method as an
efficient optimization algorithm. As the supervised label
information is taken in to account, SMFH learns more dis-
criminative hash codes and achieves the superior retrieval
performance. According to the availability of label informa-
tion, most of these approaches can be briefly categorized into
two groups i.e., unsupervised methods [9], [12], [14], [15],
and supervised methods [5], [10], [15]. Generally, the label
information is beneficial to enhance the correlation among
different modalities for unified hash codes in the Hamming
space. For instance, image and text instances with the same
label information should share similar hash codes in the
Hamming space. By so doing, discrimination and relevance
of the learned hash codes can be further strengthened. Hence,
supervised cross-modal hashing methods can usually yield
the better performance. However, it still remains unclear how
to formulate the intra-modality and inter-modality correla-
tions using the label information in the supervised setting.

One fundamental limitation of the most existing
approaches is that they only formulated the supervised
label information for common semantics learning ignoring
the hashing function learning. In addition, most existing
methods study the local geometric structure in the orig-
inal feature space. To the best of our knowledge, there

are few cross-modal hashing methods which investigate
local structure preservation in the expected low-dimensional
common space. To fill this gap, we aim to enhance the
discriminative power of hash codes in each individual
modality in the learned Hamming space for better retrieval
performance. A natural way to define local consistency in
a hashing function learning problem is to directly define
consistency i.e. neighborhood relationship based on the
hash codes in the expected low-dimensional Hamming
space.

To address these challenges, we propose a novel intra-
modality and inter-modality similarity preserving hashing
approach based on supervised matrix factorization and
graph regularization termed IISPH. It is devoted to learning
more flexible hashing functions that can preserve the inter-
modality similarity across different modalities, as well as the
local geometric structure in each modality in the expected
low-dimensional common space. We first utilize collective
matrix factorization to learn latent concept from each modal-
ity. For out-of-sample instances, we learn a linear projec-
tion as the hashing function for each modality respectively.
Then we take intra-modality and inter-modality similarity
preservation into consideration. Different from SMFH [10],
we investigate intra-modality similarity in the expected low-
dimensional common space. Furthermore, we incorporate the
hashing functions learning to the similarities formulation,
which eventually boils down to two graph regularization
terms. In addition, supervised label information is used to
refine the local neighborhood structure in the expected low-
dimensional common space. The objective function is solved
by alternative optimization in an iterative manner. We con-
jecture that all these would facilitate preserving the global
and local structure of original feature space during hashing
functions learning and improving the cross-modal retrieval
performance.

The major contributions of this paper are summarized as
follows.
• We investigate both intra-modality and inter-modality
similarity preservation in the learning of compact hash
codes. Since similar instances should share the same
hash code and supervised label information can facili-
tate the discriminative hash codes learning, we enable
the similarity preservation based supervised collective
matrix factorization and linear transformation. As a
result, the discriminative power of learned hash codes
can be strengthened.

• Different from the existing cross-modal hashing
methods, we embed the supervised information into
the formulation of intra-modality and inter-modality
similarity preservation. Due to the exploitation of new
coming multimedia data, we combine the hashing func-
tions learning and similarity preservation with super-
vised label information to learn more flexible hashing
functions for out-of-sample data. It is essential for the
performance improvement and time complexity decreas-
ing of cross-modal retrieval.
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• Furthermore, preserving intra-modality similarity is
investigated by means of local geometric structure under
the expected low-dimensional common space. Aiming
at preserving the local consistency, we formulate the
intra-modality similarity preservation by replacing the
original space data with the data under the expected
space. To the best of our knowledge, this is the first time
to extend the intra-modality similarity preservation to
the expected space for cross-modal hashing. This is the
main difference between our method and the existing
methods. Extensive experimental results demonstrate
the superior effectiveness of the proposed IISPH.

The rest of this paper is organized as follows. Section II
reviews the existing work on cross-modal hashing.
We present the detailed information of the proposed method
in Section III. In Section IV, extensive experimental details
and results are described in comparison with state-of-the-art
methods on three benchmark datasets. Finally, this work is
concluded in Section V.

II. RELATED WORK
In this section, previous efforts on cross-modal retrieval will
be reviewed and analyzed based on the utilization of label
information and the consideration of intra-modality and inter-
modality similarity preservation.

A. COMMON SUBSPACE LEARNING
In order to perform cross-modal retrieval, common subspace
for bridging the heterogeneous gap across different modal-
ities is the most widely used approach in the last decade,
where the similarity can be directly measured [16], [17].
Many subspace learning based methods have been proposed
to learn a latent common space for cross-modal retrieval.
In regard to the utilization of label information, the previ-
ous subspace learning approaches can be broadly classified
into two groups, i.e., unsupervised and supervised subspace
learning, respectively. Canonical CorrelationAnalysis (CCA)
[18], [19] is one of the most popular cross-modal subspace
learning methods. CCA transforms the original feature to
a low-dimensional latent subspace with the correlation of
paired samples being maximized. Thus a pair of instances
from different modalities will have the similar representa-
tions in the subspace, which is beneficial to cross-modal
retrieval. The limitation of CCA is that, the correlations
among different pairs and items in different pairs are not
considered in the subspace learning. Additionally, CCA is
an unsupervised method, without considering the label infor-
mation. Different from CCA, Kang et al. [20] proposed a
supervised consistent feature representation learning method
with the capability of dealing with unpaired training samples.
He et al. [21] proposed a cross-modal matching methods
based on compound `21 regularization to reduce the semantic
gap and outliers under the condition of pairwise constraints.
Both supervised and unsupervised schemes were investi-
gated in [21]. In [22], a joint graph regularized multimodal
subspace learning approach was proposed to better explore

the cross-modal correlation and the local manifold structure.
In [23], `21-norms and graph regularization are coupled with
a linear regression to learn projection matrices for mapping
different modal data into the common space. With these
coupled items, the approach proposed in [23] can preserve the
relationships of instances from different modalities, also the
relationships among instances in each individual modality.

B. CROSS-MODAL HASHING
Due to the efficiency of retrieval and low storage cost, hashing
methods are widely investigated. Hashing was incorporated
into the subspace learning methods. Thus, the cross-modal
retrieval is formulated as the problem of hashing function
learning. The feature representations in low-dimensional
common subspace are transformed to more compact hash
codes under a Hamming space. Similar to the subspace learn-
ing methods, cross-modal hashing methods can be briefly
classified into two groups too, i.e., taking inter-modality
similarity preservation into account only, and taking both
inter-modality and intra-modality similarities preservation
into consideration.

1) UNSUPERVISED INTER-MODALITY
SIMILARITY PRESERVATION
Inter-modality similarity is considered in many cross-modal
hashing methods for better learning the common semantic
relationship. Among them, a few methods are unsupervised
[9], [14], and they measure the inter-modality relationship by
training the paired samples which describe the same object.
Ding et al. [9] firstly proposed collective matrix factoriza-
tion to obtain the latent concepts in different modalities.
Although CMFH does not consider the label information,
it has achieved an impressive performance on cross-modal
retrieval that demonstrated the power of matrix factorization
in latent structure learning. Zhou et al. [14] proposed Latent
Semantic Sparse Hashing (LSSH), which learns the semantic
concepts of images and text by sparse coding and matrix
factorization, respectively. The learned latent semantic fea-
tures are then mapped to a joint abstraction space where the
unified hash codes are generated via quantization. However,
the weakness of these methods is that the supervised infor-
mation has not been fully used.

2) SUPERVISED INTER-MODALITY
SIMILARITY PRESERVATION
Others considered the label information to enhance the com-
mon semantic relationship. Cross-view hashing (CVH) [5]
is extended from spectral hashing [24], which formulated
the hashing functions learning as a generalized eigenvalue
problem. Zhang and Li [8] proposed a semantic correlation
maximization (SCM) to embed label information into the
hashing learning procedure seamlessly. SCM solves the hash-
ing functions learning by learning the orthogonal projections.
Ding et al. [13] extended CMFH to the supervised scenario
where it fully exploits the label information of data, termed as
SCMFH. SCMFH formulated the unified hash code learning
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in the shared latent semantic space as a joint optimization
with classification problem. With the label information taken
in to account, SMFH [10] constructs a graph regularization
to investigate the correlations across different modalities.
Different from CMFH, it uses multiplicative iteration and
a subsample method for efficient optimization. Thanks to
the contribution of matrix factorization and supervised label
information, SMFH has obtained the superior retrieval per-
formance.

By integrating the label information, users can embed
the must-link or must-not-link constraints into the hash-
ing functions learning. For instance, the samples from dif-
ferent modalities with the same label information should
share similar representation in the Hamming space. Thus,
the learned hashing functions will bemore powerful to extract
the intrinsic semantics across different modalities, as well as
to improve the cross-modal retrieval performance. However,
a limitation of the above methods is that, the relationships
among samples in the same modality are not considered, i.e.
intra-modality similarity.

3) INTRA-MODALITY SIMILARITY PRESERVATION
In order to preserve the intra-modality relationship in each
individual modality, most existing methods formulated it
as a graph regularization. In [7], IMH explores the intra-
media consistency by the affinity relationship in each modal-
ity. Rafailidis and Crestani [12] proposed cluster-based joint
matrix factorization hashing (C-JMFH) to learn cross-modal
cluster representations for instances, which are incorporated
into the joint matrix factorization later to measure the inter-
modality and intra-modality similarities. In [15], Wang et al.
proposed leaning bridging mapping for cross-modal hashing
(LBMCH) to explore the semantic correspondence of dis-
tinct Hamming spaces which can characterize the discrimi-
native local structure for each modality. IMH, C-JMFH, and
LBMCH are unsupervised methods, which do not make full
use of label information. There are also many supervised
cross-modal hashing approaches that take the intra-modality
similarity into consideration. In [25], Co-Regularized Hash-
ing (CRH) based on a boosted co-regularization framework
is proposed. CRH learns hashing function for each bit of
the hash codes from each modality. Wu et al. [26] proposed
Sparse Multimodal Hashing (SM2H) to model both intra-
modality and inter-modality similarities as a hypergraph.
In [11], Tang et al. formulated the label consistency across
different modalities and the local geometric consistency in
eachmodality as amixed graph regularization term.However,
these methods only modeled the intra-modality similarity in
the original space.

C. SUMMARY
By reviewing the previous work, we can observe that, the pre-
vious cross-modal hashing methods mostly concentrated on
leaning the unified hash codes from the given training data,
and the supervised label information has only been embedded
into the common semantics learning rather than the hashing

functions learning. Motivated by the promising results deliv-
ered bymatrix factorization in cross-modal retrieval [9]–[11],
we make further efforts to investigate the hashing function
learning incorporated with supervised label information, and
explore the local geometric structure in the expected Ham-
ming space in a natural way.

III. PROPOSED IISPH
In this section, we introduce our method called IISPH. The
framework of IISPH is shown in Fig. 1. Different from the
existingmethods, we embed the label information to the hash-
ing functions learning, rather than the learning of unified hash
codes from training data. Additionally, the intra-modality
similarity in this paper is considered in the expected low-
dimensional common space.

As shown in Fig. 1, the supervised label information is
utilized to learn hashing functions from training data. The
goal is to project the original data from different modalities
into a unified Hamming space, where the similarity can be
calculated directly. The framework consists of unified hash
code leaning and hashing functions learning, as well as the
intra-modality and inter-modality similarity preservation.

A. PROBLEM FORMULATION
Several important notations used in this paper are illustrated
in Table 1. The Frobenius norm of a matrix A ∈ Rm×n

is defined as ‖A‖F =
√
tr(ATA) =

√∑m
i=1

∑n
j=1 a

2
ij.

Given cross-modal data X(1)
= {x11 , · · · , x

1
n } and X(2)

=

{x21 , · · · , x
2
n }, such as images and the associated text.We have

n samples from each modality, that X(1)
∈ Rd1×n,X(2)

∈

Rd2×n, where d1 represents the dimension of image feature,
and d2 denotes the dimension of text descriptor (usually
d1 6= d2). Without loss of generality, we assume that the
cross-modal data are zero-centered, i.e.,

∑n
i=1 x

1
i = 0 and∑n

i=1 x
2
i = 0.

The goal of cross-modal hashing is to learn a hashing
function for each modality data, which can transform data
from the original space to a Hamming space. The hashing
function can be defined as:

H t
: Rdt 7→ {−1, 1}k , t = 1, 2, (1)

where k is the length of hash code. Here, we use {−1, 1} to
represent hash codes Y, which can be easily transformed to
binary codes via mean thresholding stated as follows:

Ht
=

1
2
(1+ Yt ), t = 1, 2, (2)

where Yt
= sign(Vt ), V is the real-valued representation of

low-dimensional space. sign is the sign function sign(u) = 1
if u > 0 and −1 otherwise for all u ∈ R. For convenience,
we define the hash codes as {−1, 1}k in the rest of this paper.
In order to preserve the intra-modality and inter-modality

similarities in the expected Hamming space, we incorporate
supervised label information to hashing function learning.
Thus we also have the label information of given cross-modal
data. Let Cdenote the label matrix C ∈ Rc×n, where c is the
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FIGURE 1. The framework of the proposed method.

TABLE 1. Important notations used in this paper.

total number of classes. Since the cross-modal data describe
the same objects, they share the same label information. The
i-th column of C is Ci ∈ {0, 1}c, which is the label of image
x(1)i and text x(2)i . We assume that the images and text belong
to at least one of the c classes. If the i-th item belongs to the
j-th class, C(j, i) = 1, otherwise C(j, i) = 0.

B. COLLECTIVE MATRIX FACTORIZATION
Matrix factorization was first used in [9] to learn the latent
semantic concept from the original feature space for cross-
modal hashing. Given a matrix X ∈ Rd×n, it can be decom-
posed into two factors by matrix factorization as bellow:

X ≈ UV, (3)

where V ∈ Rk×n can be considered as the k-dimensional
latent space representation of X, and U ∈ Rd×k denotes the
low-dimensional representation of features. Generally, in the
low dimensional latent space, the compact representation is
more effective to measure the similarity. Suppose we have
two modalities X(1)

∈ Rd1×n,X(2)
∈ Rd2×n, and they

describe the same object in different views. It is reasonable
to conjecture that their latent representation should share the
same semantics. Thus, it is expected to extract the common
semantics by collective matrix factorization under the con-
straints that they share the same latent space stated as follows:

X(1)
≈ U1V, (4)

X(2)
≈ U2V, (5)

where U1 ∈ Rd1×k , U2 ∈ Rd2×k , and V ∈ Rk×n represents
the common semantics. If we use squared Frobenius norm
as the loss function of X and UV, the common semantics
learning of cross-modal data can be formulated as:

O1(U1,U2,V)

= α‖X(1)
− U1V‖2F + (1− α)‖X(2)

− U2V‖2F , (6)

where α denotes the balance parameter that weights the
modality importance, and ‖•‖2F represents the squared Frobe-
nius norm.

The learned common semantics in (6) are only appropriate
to the training data. For the new coming instances, it is com-
putationally expensive to retrain the whole data set. Hence,
hashing functions mapping data from the original feature
space to the common latent space should be learned for out-
of-sample instances. Here, we follow the idea of learning
two linear projections as the hashing functions [11]. Then we
have:

V1 = P1X(1), (7)

V2 = P2X(2), (8)

where P1 ∈ Rk×d1 , and P2 ∈ Rk×d2 . As mentioned above,
two modality data shave the same semantics, thus we have
V1 = V2. Hence, the hashing functions learning can be
formulated as:

O2(P1,P2) = ‖V− P1X(1)
‖
2
F + ‖V− P2X(2)

‖
2
F . (9)
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By minimizing (9), the two projection matrices that map
cross-modal data onto a common semantic space will be
learned.

C. INTRA- AND INTER-MODALITY
SIMILARITY EMBEDDING
In order to improve the cross-modal retrieval performance,
many cross-modal hashing methods have taken the intra-
modality similarity preservation into consideration. Similar
to [11] and [23], we use graph Laplacian regularization for
preserving the consistency. These methods define the local
consistency in the original feature space, whereas the goal of
cross-modal hashing is to learn a compact Hamming space,
thus the original feature space is not the best for defining
local consistency. Ourmethod differs from them in that IISPH
explores the local geometric structure in the expected Ham-
ming space. Thus, the obtained hash codes preserve the local
consistency in a natural way.

We use Laplacian Eigenmaps (LE) [27] to formulate
the similarity preservation based on manipulations on an
undirected weight graph which indicates the neighboring
relationships of pairwise data. Hence, the objective func-
tion of intra-modality similarity preservation in the expected
Hamming space can be stated as follows:

min
P1,P2

1
2

n∑
i=1

n∑
j=1

2∑
t=1

‖PtX
(t)
i − PtX

(t)
j ‖

2S(t)ij , (10)

where S(t)ij , t = 1, 2, is the affinity matrix in the t-th modality
under the expected low-dimensional space which is defined
as below:

S(t)ij =


exp(
−‖x(t)i − x

(t)
j ‖

2

2σ 2 ),

if x(t)i ∈ Nk (x
(t)
j ) or x(t)j ∈ Nk (x

(t)
i )

0, otherwise

(11)

where ‖x(t)i −x
(t)
j ‖

2 is the Euclidean distance between samples

x(t)i and x(t)j , σ is the median value of the distances matrix in

each modality, and Nk (x
(t)
j ) is the k-nearest neighbors of x(t)j .

From the existing work [11], [15], [23], it can be observed
that the existing methods do not take the supervised label
information into account. Since the k-nearest neighbors may
have different class labels, we incorporate the label informa-
tion [28] to shrink the distance matrix by:

Dist(t)ij =

exp(−
Dist(t)ij
ρξ

)× Dist(t)ij , if (C(t)
i )TC(t)

j > 1

Dist(t)ij , otherwise

(12)

where (C(t)
i )TC(t)

j > 1 denotes that x(t)i and x(t)j have at
least one common class label, ρ and ξ are applied to prevent
the pairwise distance from decreasing too fast. ξ takes the
average Euclidean distance of Dist(t) and 0 < ρ < 1.

Since we consider the local geometric information in
the expected Hamming space, it can be seen that this
scheme poses a chicken-and-egg problem [29]. The projec-
tion matrix P needs to be computed based on the affinity
matrix S, but S is calculated under the projection space of P.
To address this problem, we adopt a greedy approach that
given P(t−1) in the (t − 1) iteration, we can use P(t−1) as an
approximation of P(t) to calculate S in the t-th iteration.
Hence, the objective of intra-modality similarity preserva-

tion can be stated as:

O3(P1,P2) =
1
2

2∑
t=1

n∑
i=1

n∑
j=1

‖PtX
(t)
i − PtX

(t)
j ‖

2S(t)ij . (13)

Through algebraic calculation, the objective function in
(13) can be reformulated as:

O3(P1,P2) = tr[P1X(1)L1(X(1))TPT1 + P2X(2)L2(X(2))TPT2 ]

= tr(QL̃Q
T
), (14)

where L1 and L2 are the Laplacian matrix of S(1) and S(2)

respectively. L1 = D1−S(1), where D1 ∈ Rn×n is a diagonal
matrix. The diagonal entries ofD1 are the column sum of S(1),
i.e.D1(i, i) =

∑
j S

(1)
ij . Similarly,L2 = D2−S(2), whereD2 ∈

Rn×n, and D2(i, i) =
∑

j S
(2)
ij . Here, Q = [P1X(1) P2X(2) ],

and L̃ =
[
L1 0
0 L2

]
.

We then consider the inter-modality similarity preserva-
tion. In the previous work, this relationship was modeled on
the common semanticsV. However, we attempt to learn more
powerful hashing functions for the large-scale out-of-sample
instances by incorporating the label information into the
hashing functions learning procedure. Hence, the objective
function of inter-modality similarity preservation combined
with hashing functions learning can be defined as:

min
P1,P2

n∑
i=1

n∑
j=1

‖P1X
(1)
i − P2X

(2)
j ‖

2Aij, (15)

where A is the affinity matrix across two modalities
X(1) and X(2). A is computed based on the label information
as follows:

Aij =

{
1, if X(1)

i and X(2)
j have the same label

0. otherwise
(16)

Through algebraic calculation, the objective function
in (15) can be reformulated as:

O4(P1,P2)

= tr[P1X(1)D12(X(1))TPT1 + P2X(2)D21(X(2))TPT2 ]

− tr[P1X(1)A12(X(2))TPT2 + P2X(2)A21(X(1))TPT1 ]

= tr(QL′QT ), (17)

whereD12 is the diagonalmatrix whose entries areD12(i, i) =∑
j A12(i, j), D12 = DT

21, and A12 = AT
21 are the affinity

matrices defined as (16).Q = [P1X(1) P2X(2) ],L′ = D′−A′
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is the Laplacian matrix,D′ is a diagonal matrix whose entries
are D′ii =

∑
j
A′ij, and A′ is defined as follows:

A′ =
[

0 A12

A21 0

]
. (18)

So far we have formulated the intra-modality and inter-
modality similarity preservation incorporated with super-
vised label information. Additionally, hashing functions
learning is combined to the similarity preserving procedure.

D. OVERALL OBJECTIVE FUNCTION
Consisting of collective matrix factorization, hashing
functions learning, and intra-modality and inter-modality
similarity preservation, the overall objective function of our
proposed IISPH can be defined as follows:

min
U1,U2,P1,P2,V

O(U1,U2,P1,P2,V)

= O1 + βO2 + λO3 + µO4 + γR(U1,U2,P1,P2,V)

= α‖X(1)
− U1V‖2F + (1− α)‖X(2)

− U2V‖2F
+β(‖V− P1X(1)

‖
2
F + ‖V− P2X(2)

‖
2
F )

+ λtr(QL̃Q
T
)+ µtr(QL′QT )

+ γR(U1,U2,P1,P2,V), (19)

where β, λ, µ and γ are trade-off parameters of the corre-
sponding terms. R(·) = ‖ · ‖2F denotes the regularization term
to avoid overfitting.

Algorithm 1 Intra- and Inter-Modality Similarity Preserving
Hashing
Input:
Cross-modal data X(1), X(2), parameters β, λ, µ, γ ,

the number of of the k-nearest neighbors, label matrix C,
and the length of hash codes k .
Output:
Unified hash codes Y, projection matrix P1,P2.

1. Center X(1), X(2) by means, and construct the Laplacian
matrix L′.
2. Initialize U1,U2,V by random matrices respectively,
P1 = Ik×d1 ,P2 = Ik×d2 .

3. Compute L̃ by (11) and (12) based on P1,P2.
4. repeat
5. Fix P1,P2,V, update U1,U2 by (20) and (21).
6. Fix U1,U2,P1,P2, update V by (22).
7. Fix U1,U2,V, update P1,P2 by (23) and (24).
8. Update L̃ by (11) and (12) based on P1,P2.
9. until convergence.
10. Y = sign(V).

E. OPTIMIZATION
Since the optimization problem in (19) is non-convex with
five matrix variables U1,U2,P1,P2,V, it is intractable to
be directly minimized. Fortunately, it is convex with respect
to any of the five variables in the case that the others are

fixed. Therefore, we employ an alternative optimization in
an iterative manner to address the optimization problem until
convergence. The detailed optimization steps are listed as
follows:

Step 1. Fix P1,P2,V, then updateU1,U2. Let ∂O∂U1
= 0 and

∂O
∂U2
= 0, we can have:

U1 = X(1)VT (VVT
+
γ

α
I)−1, (20)

U2 = X(2)VT (VVT
+

γ

1− α
I)−1. (21)

Step 2. Fix P1,P2,U1,U2, then update V. Let ∂O
∂V = 0,

we can have:

V = [αUT
1U1 + (1− α)UT

2U2 + (2β + γ )I]−1

× [αUT
1X

(1)
+ (1− α)UT

2X
(2)
+ βP1X(1)

+ βP2X(2)].

(22)

Step 3. Fix U1,U2,V, update P1,P2. Let ∂O
∂P1
= 0 and

∂O
∂P2
= 0, we can have:

P1 = [βV(X(2))T + µP2X(2)A21(X(1))T ]

× [βX(1)(X(1))T + µX(1)D12(X(1))T

+ λX(1)L1(X(1))T + γ I]−1. (23)

P2 = [βV(X(2))T + µP1X(1)A12(X(2))T ]

× [βX(2)(X(2))T + µX(2)D21(X(2))T

+ λX(2)L2(X(2))T + γ I]−1. (24)

The overall procedure of our IISPH is summarized in
Algorithm 1.

F. COMPLEXITY ANALYSIS
This section analyses the complexity of the proposed
method. In the intra-modality and inter-modality similarity
preservation, constructing Laplacian matrix of intra-modality
similarity takes O((d + k)n2), where d = max{d1, d2}
and constructing Laplacian matrix of inter-modality simi-
larity takes O(n2). In addition, in the iteration of updating
U1,U2,P1,P2,V, two types of inverse computation which
costsO(k3) andO(d3) respectively. Hence, the time complex-
ity for training IISPH is O((d3 + k3 + nkd + k2n + dk2 +
(d + k)n2)T + (d + k + 1)n2). Due to the value of d, k �
n, the overall complexity is approximately O(n2(d + k)T ).
Furthermore, for online query of an out-of-sample instance,
the time complexity scales O(dk), which is dramatically effi-
cient.

IV. EXPERIMENTS AND RESULTS ANALYSIS
In this section, the detailed information about experiments
performed to validate the effectiveness of our proposed IISPH
will be presented.We conduct the experiments on three repre-
sentative cross-modal datasets consisting of images and text.
In order to evaluate the performance of cross-modal retrieval,
we design two cross-modal retrieval tasks, i.e. image to text
and text to image. Image to text (Task 1) uses image as query
to search relevant text, and text to image (Task 2) utilizes text
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as query to search relevant images. In cross-modal retrieval
tasks, an image and a text are considered to be relevant when
they have the same the semantic label.

A. EXPERIMENTAL SETTINGS
1) DATASETS
Wiki [3] dataset was crawled from the Wikipedia’s features
articles, which consists of 2866 documents. These documents
are image-text pairs which can be grouped into 10 seman-
tic categories. The images are described in 128-dimensional
bag-of-visual words SIFT feature vectors, whereas text are
represented by 10-dimensional topic vectors generated by the
latent Dirichlet allocation (LDA) [30] model. 2173 image-
text pairs are randomly selected for training and also as the
retrieval set. The remained 693 pairs are used as query set for
testing.

Pascal VOC dataset contains 5011 training and
4952 testing image-tag pairs, which can be classified into
20 categories. Since several image-tag pairs are multi-
labeled, we select the pairs with only one label as the
way in [23] for convenience, resulting in 2808 training and
2841 testing image-tag pairs. The image modality is rep-
resented by 512-dimensional GIST features [31], and the
representations of text modality are 399-dimensional word
frequency features.

MIR Flickr[32] consists of 25000 images collected from
Flickr associated with tags. These images belong to at least
one of the 24 semantic classes. We select experimental data
in the same way reported in [33], which leads to a dataset
with 16738 instances. We randomly select 5% (836) for
testing, and 5000 instances for training. Here, the images are
represented by 150-dimensional edge histogram (EH), and
associated tags are described by binary tagging vectors. For
convenience, PCA is employed to reduce the dimensional-
ity of text features, resulting in a 500-dimensional feature
representation.

2) BASELINES
In order to evaluate the effectiveness of our IISPH,
we employ Cross-View Hashing (CVH) [5], Collective
Matrix Factorization Hashing (CMFH) [9], Supervised Mul-
timodal Hashing (SMH) [8], and Supervised Matrix Factor-
ization Hashing (SMFH) [10] as baselines for comparison
with IISPH. Among these methods, CMFH is unsupervised,
CVH, SMH, and SMFH are supervised. Both SMFH and our
IISPH are the supervised extension of CMFH, whereas our
IISPH models the label information on the hashing function
learning and investigates local geometric structure in the
expected space. In the experiments, the parameters’ setting
of all these competitors are based on these presented in their
papers.

3) EVALUATION PROTOCOLS
In this paper, we use mean Average Precision (mAP) as the
metric to evaluate the performance of cross-modal retrieval,

which can be defined as below:

mAP =
1
N

∑N

i=1
AP(qi), (25)

where qi is a query, N is the size of query set, and AP(qi) is
the average precision stated as follows:

AP(q)@R =
1
T

R∑
i

Pre(i)×δ(i) (26)

where Pre(i) is the precision of the top i retrieved instances
from the top R ranking list. δ(i) is an indicator function, where
δ(i) = 1 denotes that the instance at location i is a relevant
sample to query, otherwise δ(i) = 0. T represents the number
of relevant samples in the top R ranking result.

In addition, we evaluate the precision and recall through the
precision-recall curves, which can reveal the performance of
cross-modal retrieval remarkably.

4) IMPLEMENTATION DETAILS
In our experiments, the parameters β,µ, λ and γ of the
proposed IISPH are selected from {1e-4, 1e-3, 1e-2, 1e-1}.
In addition, the importance of modality is set to α = 0.5, and
R = 100 is set for the computation of mAP. In intra-modality
similarity construction, the value of k-nearest neighbors is
set to 10. In the distance shrinking phase of each modality,
we set ρ = 0.01, and ξ is set to the mean value of distance
matrix of all instances in each modality. We also investigate
the performance with different k , i.e., length of hash codes,
which varies in 32, 64, and 128 bits.

B. EXPERIMENTAL RESULTS
1) RESULTS ON WIKI
The mAP scores of different methods on Wiki dataset are
reported in Table 2. We can observe that our IISPH outper-
forms slightly CMFH and SMFH on both Task 1 and Task 2,
whereas significantly outperforms CVH and SMH. The main
reason is that our method combines the benefits of matrix
factorization and supervised label information. Furthermore,
with the increasing of hash bits, the performance of our
IISPH continuously increases, which can be attributed to its
ability to better preserve intra-modality and inter-modality
similarities with longer hash bits. The mAP scores of SMFH
and CMFH show a similar trend. However, CVH and SMH
both degrade slightly. Moreover, the mAP performance of
Task 2 is even higher than Task 1. This is because the text rep-
resentations model the semantic of object better than visual
features.

The precision-recall curves of different methods on the
Wiki dataset are plotted in Fig. 2. As shown in this figure, the
performance keeps consistent with the results of mAP scores,
which illustrates that our IISPH consistently outperforms the
competitors.

2) RESULTS ON PASCAL
Similar performance gains are observed on the Pascal VOC
dataset as shown in Table 2, especially in the task of Text to
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TABLE 2. MAP results @ top 100 on the wiki, pascal voc, and mir flickr dataset with different hash code length.

FIGURE 2. Precision-recall curves on Wiki dataset when the number of hash bits is 32. (a) Text to image. (b) Image to text.

FIGURE 3. Precision-recall curves on Pascal VOC dataset when the number of hash bits is 32. (a) Text to image. (b) Image to text.

Image. Compared to CMFH, our IISPH has achieved 8.6%,
14.9%, and 25% improvement for Task 2 when the number
of hash bits are 32, 64, and 128, respectively. It demonstrates
that IISPHmakes a substantial improvement over CMFH. For
Task 2, IISPH has achieved superior performance to SMFH
for a performance gain of 12%, 4.7%, and 6.6% when the
number of hash bits are 32, 64, and 128 respectively. In terms

of Task 1, IISPH slightly outperforms SMFH, whereas sig-
nificantly outperforms CMFH, CVH, and SMH.

Fig. 3 shows the precision-recall curves of all the coun-
terparts and our IISPH. We can observe that, IISPH obtains
superior performance to CMFH consistently, and comparable
performance to SMFH. An example of Text to Image of
various methods on this dataset is shown in Fig. 5. Given a
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FIGURE 4. Precision-recall curves on MIR Flickr dataset when the number of hash bits is 32. (a) Text to image. (b) Image to text.

FIGURE 5. An example of cross-modal retrieval task i.e. Text to Image with the query of ‘‘horse + person’’ on the Pascal VOC dataset. Top 10 images
retrieved by different methods are presented, where the red border represents an incorrect retrieval result. (Best viewed in color).

text query ‘‘horse + person’’, the top ten images retrieved
by CVH, SMH, CMFH, SMFH and IISPH are presented
respectively. We can observe that, IISPH returns the perfect
results, whereas other methods return with several incorrect
images.

3) RESULTS ON MIR FLICKR
Further experiments are conducted on theMIR Flickr dataset.
The results of different methods are illustrated in Table 2.
In terms of mAP scores, the proposed IISPH outperforms
other counterparts, which demonstrates the effectiveness of
our method. Specifically, IISPH achieves superior perfor-
mance to SMFH by about 38%, 32%, and 32%when the hash
bits are 32, 64, and 128, respectively for Task 2. The unusual
performance of SMFH indicates it is sensitive to input data.

The precision-recall curves of our IISPH and other meth-
ods are plotted in Fig. 4. We can observe that, IISPH out-
performs other methods in both Task 1 and Task 2 in terms of

precision and recall. We further observe that, SMFH achieves
the worst performance on this dataset. This phenomenon
illustrates that, SMFH is unstable and cannot obtain consis-
tent performance on various datasets. Whereas our IISPH,
which encodes the label information into the hashing func-
tions learning procedure, performs consistently well on all
different datasets, owing to the learned hashing functions
which are more flexible to new coming data.

In summarization, since taking the supervised information
into consideration, the performance of our method is superior
to that of CMFH.Moreover, from the results of our IISPH and
SMFH on the three benchmark datasets, we can observe that,
IISPH achieves comparable results to state-of-the-art method
SMFH, even better in some cases. In addition, the results
of our IISPH are more stable and consistent than that of
SMFH. Themain reason is that, IISPH embeds the supervised
label information into the hashing functions learning, and
investigates the local geometric structure in the expected
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FIGURE 6. Performance variation with respect to parameters α, β, µ, λ, γ ,
and κ , for both Text to Image and Image to Text tasks on the Wiki dataset
when the number of hash bits are 128.

FIGURE 7. Convergence curves of the objective function value in (19) on
three benchmark datasets when the number of hash bits is 128. (a) Wiki.
(b) Pascal VOC. (c) MIR Flickr.

space. All these results demonstrate the effectiveness of the
strategies exploited in IISPH.

C. PARAMETER SENSITIVITY ANALYSIS
We also analyze the effects of parameters involved in our
IISPH. They are the weight parameter α, trade-off parame-
ters β, µ, λ, γ , and k-nearest neighbors parameter κ . Here,
we investigate the performance variation with respect to one
parameter in the case of fixing the other parameters. The
mAP scores of IISPH with respect to different parameters
on the Wiki dataset for both Text to Image and Image to
Text tasks are described in Fig. 6, respectively. As shown
in Fig. 6, we can see that our IISPH is insensitive to the

trade-off parameters β, µ, and λ. We also can conclude that
IISPH is not sensitive to the number of k-nearest neighbors κ .
As the balance parameter α increases, the weight of text
modality 1-α decreases. This leads to the performance of Text
to Image task degrades. Since γ controls the regularization
term, a too large value will lead to underfitting, which results
in the performance degradation of Text to Image.

D. CONVERGENCE
Since the alternative optimization in an iterative manner is
used to optimize the objective function, we further investigate
the convergence of our algorithm. We conduct experiments
on three datasets to recode the objective function value in
each iteration, resulting in the convergence curves in Fig. 7.
As illustrated in this figure, our algorithm can often converge
within 10 iterations, which demonstrates that our IISPH is
timing effective for training.

V. CONCLUSION
In this paper, we have proposed an intra-modality and
inter-modality similarity preserving hashing for perform-
ing cross-modal retrieval. Supervised label information is
used to improve the similarity preservation of hash codes.
Furthermore, we transformed the view of local consistency
preservation from the original space to the expected low-
dimensional common space where the local geometric struc-
ture is explored with supervised shrinking. In our proposed
method, we formulate the label information into the hash-
ing functions learning, which can improve the flexibility of
hashing functions for out-of-samples. Thus, our IISPH can
achieve superior cross-modal retrieval performance consis-
tently. Experimental results on three benchmark datasets for
both cross-modal retrieval tasks have validated the effec-
tiveness of our method, which is superior to state-of-the-art
methods. In consideration with the training time, our future
work aims at reducing the time complexity of intra-modality
similarity.
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