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ABSTRACT

Cross-modal retrieval with deep neural networks heavily re-
lies on accurate annotation. However, existing methods may
easily suffer from the scarcity and validity of annotations due
to the expensive cost of manual labeling. In addition, it is in-
evitable that noisy labels are imposed during labeling. To this
end, it is worthwhile to explore the potential of noisy labels
in cross-modal retrieval. In this work, we propose a novel
framework entitled Dual-Mix for Cross-Modal Retrieval with
noisy labels (DMCM). It consists of two components, which
are mixing the robust loss functions and mixing augmentation
for noisy samples. In the first mixing stage, the normalized
generalized cross entropy and mean absolute error are com-
bined to boost each other. Then, after separating clean and
noisy samples by Beta Mixture Model, we mix these samples
via augmentation to further address the scarcity of labeled
samples. Extensive experiments demonstrate the significant
superiority of our DMCM.

Index Terms— cross-modal retrieval, noisy labels, mix-
ing, contrastive learning

1. INTRODUCTION

With the explosion in multimedia data on the Internet, cross-
modal retrieval has received increasing attention, such as
image-text [1, 2], and text-audio retrieval [3].

Many supervised methods have been proposed for cross-
modal retrieval [4]. However, these methods heavily depend
on the quality of the labels. Unfortunately, obtaining large-
scale high-quality annotated labels through manual expert-
labeling is extremely expensive. In addition, it inevitably
introduces numerous mistakes or label noise. According to
[5–7], Deep Neural Networks (DNN) can easily overfit to
noisy labels within training. Although many unsupervised
methods are proposed to avoid the interference of noisy la-
bels, their performances are significantly inferior to super-
vised methods. Therefore, how to train a cross-modal re-
trieval model that is robust to noisy labels is crucial for im-
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proving the applicability and efficiency, which has not been
well studied yet.

In the unimodal scenario, numerous studies [8–10] have
been conducted to develop robust models which are capa-
ble of handling noisy labels and achieving promising perfor-
mance, such as correction methods [11, 12] and Co-teaching
[6]. However, in multimodal scenarios, the noisy labels can
bring confusion in the connections between different modali-
ties, leading to difficulties in bridging the heterogeneous gap.

Consequently, combating the impact of noisy labels and
mitigating cross-modal semantic gap simultaneously become
more challenging and complicated. Only a few studies have
been conducted, which can be roughly categorized into two
groups: robust algorithms and noise detection methods.

Robust algorithms are developed to mitigate the sensi-
tivity to noisy labels, which involve constructing robust net-
works, employing robust loss functions, and applying robust
regularization techniques. For instance, Xu et al. [13] em-
ployed an early learning regularization to punish overfitting.
Recently, many studies have adopted the small-loss criterion
[10,14], which suggests that samples with smaller loss values
are more likely to have clean labels. For instance, Multimodal
Robust Learning (MRL) [15] introduces a modified cross-
entropy loss, which assigns higher weights to clean samples
with a small loss, aiming to guide the DNN to prioritize learn-
ing from clean labels. However, noise labels still remain in the
training data, leaving a memorization effect on DNN, which
adversely degrades the retrieval performance. As can be seen
in Fig.1 MRL [15] tends to overfitting during training.

Noise detection methods aim at identifying noisy sam-
ples and devising strategies to alleviate the influence of noise
samples, such as re-labeling with pseudo labels, and treating
them as unlabeled samples in a semi-supervised manner. For
example, Okamura et al. presented Label Correction based
on Network Prediction (LCN) [16] to annotate the noisy sam-
ples with predicted labels. While Yang et al. proposed a
Cross-Modal Mutual Quantization (CMMQ) [17] that exclu-
sively uses clean samples for training, resulting in a signifi-
cant reduction in sample size and degradation in cross-modal
retrieval performance.

In this paper, by integrating the advantages of robust algo-
rithms and noise detection methods, we propose a novel Dual-
Mix for Cross-Modal Retrieval with Noisy Labels (DMCM).



Fig. 1. Retrieval results by MRL and DMCM for the
Wikipedia dataset under symmetric noise rates of 0.6.

The framework of our method is shown in Fig. 2. Firstly, to
narrow the heterogeneous gap, we take the pre-trained CLIP
as backbone and stack a 3-layer fully connected network
to project each modality into a shared embedding space.
Then, in order to combat noisy labels, we propose to mix
two robust loss functions, which are Normalized General-
ized Cross Entropy (NGCE) [18] and Mean Absolute Error
(MAE). Our new robust clustering loss ensures the robust
learning of multimodal consistency. Moreover, we further
mix clean and noisy samples by a data augmentation method.
In doing so, our DMCM can reduce the influence of noisy
labels during training and increase the training sample size
simultaneously. Specifically, we discern clean samples from
noisy ones by modeling the per-sample loss distribution of the
dataset through a Beta Mixture Model (BMM). In addition,
we employ multimodal contrastive learning to further im-
prove the discrimination of comment embeddings. Extensive
experiments are carried out on three benchmark datasets for
cross-modal retrieval, our method demonstrates significant
superiority over the state-of-the-art methods.

The contributions of this work are summarized as follows:

• A novel framework DMCM for cross-modal retrieval
with noisy labels is proposed, where noise detection is
incorporated to robust clustering loss and their advan-
tages are seamlessly integrated.

• Dual mixing components are proposed, which are mix-
ing loss for robust clustering and mixing augmentation
for noisy samples. To the best of our knowledge, ours
is the first attempt towards this end for cross-modal re-
trieval with noisy labels.

2. APPROACH

2.1. Preliminaries

Given a K-class dataset with noisy labels as D = {Mi}mi=1,
where Mi =

{
(xi

j ,y
i
j)
}N

j=1
is the i-th modality, xi

j ∈ Rd is

the j-th sample from the i-th modality, yi
j ∈ {0, 1}K is the

corresponding one-hot label (possibly incorrect) for xi
j .
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Fig. 2. Overall architecture of the proposed DMCM.

For cross-modal retrieval, multi-modal inputs are usually
projected into a common semantic space through modality-
specific functions {fi : Xi 7→ Z}mi=1, fi is the function for the
i-th modality, which can be instantiated with a DNN parame-
terized with Θi, which can be formulated as:

zij = fi(x
i
j ,Θi) ∈ Rc (1)

where c indicates the dimension of common space.
Our method mainly consists of two mixing stages, which

are described in detail as follows.

2.2. Mixing Loss for Robust Clustering

To learn discriminative common embeddings of samples from
different modalities, we first leverage unified prototypes C =
{c1, · · · , cK} as anchors in the embedding space, where ck
represents the k-th class proxy. Then, the probability that a
sample xi

j belongs to the k-th class can be estimated by:

p
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where τ1 is a temperature parameter.
Subsequently, we maximize the similarity between em-

beddings of all samples and their corresponding category pro-
totypes. Thus, samples from different modalities are aligned
to the anchors to bridge the semantic gap.

Usually, the modality-specific function f can be learned
by minimizing robust loss functions such as GCE [19], FL
[20], and RCE [21] in a dataset with noisy labels. Unfortu-
nately, only using simple robust loss is still not enough for an
excellent f . As mentioned in [18], several robust loss func-
tions suffer from a problem of underfitting.

To address this challenge, we mix two different robust loss
functions following [18]. Concretely, an “active” loss is used
to only maximize the probability of being in the ground truth
class, and a “passive” loss can further minimize the proba-
bilities of being in other classes. In our work, Normalized
Generalized Cross Entropy (NGCE) and Mean Absolute Er-
ror (MAE) are selected as the active and passive losses, re-
spectively. This is the first mix of our model resulting in the



robust clustering loss function in Eq (3), where yi
j(k) can be

interpreted as the probability associated with the k-th proto-
type for the sample xi

j .
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2.3. Mixing Augmentation for Noisy Samples

In addition to the mixing loss for robust clustering, we further
propose a mixing augmentation method for noisy samples,
which is the second mix of our DMCM. After considerable
investigations of existing works, we have a conclusion that
discarding noisy samples directly leads to insufficient training
samples while reserving noisy samples may result in overfit-
ting. Motivated by such a fact, we attempt to augment the
noisy samples by mixing clean samples. To the best of our
knowledge, ours is the first attempt towards this end for cross-
modal retrieval with noisy labels.

Therefore, it is necessary to separate noisy samples from
clean samples. According to the small-loss criterion [10, 14],
samples with smaller loss values are more likely to have clean
labels. Thus, we can first compute the per-sample loss in Eq.
(3). Then, we fit the per-sample loss of all training data from
different modalities by using a Beta Mixture Model (BMM)
to model the distribution of clean and noisy samples.

For each sample xi
j , its clean probability wi

j is the poste-
rior probability p(g|ℓi), where g is the Beta component with
smaller loss, ℓi is the per-sample loss in Eq. (3). By introduc-
ing a threshold parameter denoted as δ, the training dataset is
divided into a clean set D̃c and a noisy set D̃n as follows,

D̃c = {(xi
j ,q

i
j) | wi

j > δi,∀(xi
j ,y

i
j) ∈ D̃} (4)

D̃n = {(xi
j ,q

i
j) | wi

j ≤ δi,∀(xi
j ,y

i
j) ∈ D̃} (5)

where D̃ indicates the mini-batch data and qi
j is the one-hot

vectors with floating-point values.
Drawing inspiration from the MixMatch [22], we aug-

ment the noisy samples by mixing them with randomly se-
lected clean samples. Specifically, let (x1,q1) ∈ D̃n repre-
sent a noisy sample, and (x2,q2) ∈ D̃c denote a clean sample
from D̃c. The mixed sample (x′,q′) is computed as follows:

x′ = λx1 + (1− λ)x2,

q′ = λq1 + (1− λ)q2.
(6)

where λ is the tradeoff parameter. After mixing, noisy data
is defined as D̃′

n = {(x′i
j ,q

′i
j)}. In the training stage, the

clean data D̃c and the noisy data D̃′
n are combined to train

the robust clustering model by minimizing the loss in Eq. (3).

2.4. Multimodal Contrastive Learning

In the context of multimodal data, the inherent potential of
contrastive learning can be harnessed to effectively enhance
their mutual information. Building upon this principle, a mul-
timodal contrastive loss is further constructed to mitigate se-
mantic gap across different modalities [15]:

Lc = − 1

N

m∑
i=1

N∑
j=1

log
( ∑m

l=1 exp
(

1
τ2

(
zlj
)T

zij

)
∑m

l=1

∑N
t=1 exp

(
1
τ2

(
zlt
)T

zij

)) (7)

where τ2 is a temperature parameter.

2.5. Overall Objective

Note that we first perform a warm-up process with the loss
L = Lm to ensure the network achieves initial convergence.
After the warmup, the overall loss function is formulated as:

L = βLm + (1− β)Lc (8)

where β is a hyper-parameter. By minimizing the overall loss
Eq. (8), the network parameters {Θi}mi=1 and prototypes C
can be optimized using stochastic gradient descent.

Table 1. Statistics of three datasets used in our experiments.

Dataset Training Testing Classes

Wikipedia 2157 462 10
Pascal-Sentence 8000 200 20
XmediaNet 32000 4000 200

3. EXPERIMENTS

3.1. Datasets and Features

Three benchmark datasets, i.e., Wikipedia [23], Pascal-
Sentence [24], and XmediaNet [25] provided by [1] are
used to validate our DMCM. Table 1 presents the details of
training and testing. We adopt the pretrained CLIP as the
backbones for images and texts on all datasets. Then, two
3-layer fully connected networks are stacked on the back-
bones respectively for learning the common representation of
images and texts.

3.2. Implementation details

In this work, we employ ADAM [26] as our optimizer to train
DMCM. The learning rate is 0.0001 and set τ1 = 1, τ2 = 1.
For Wikipedia, Pascal-Sentences, and XMediaNet, we set the
batch sizes as 100, 100, 200, the epochs as 100, 150, 250, and
the β as 0.85, 0.7, 0.3. The common space dimension L is set
to 512 on three datasets.

We initially warm up the model with 3 epochs for
Wikipedia and XMediaNet, and 5 epochs for Pascal-Sentences



Table 2. Performance comparison in terms of mAP under the symmetric noise rates of 0.2, 0.4, 0.6, and 0.8 on three widely-
used benchmark datasets. The best score is shown in bold. MRL* employs VGG19 and Doc2Vec as the backbone.

Method

Wikipedia Pascal Sentences XMediaNet
I2T T2I I2T T2I I2T T2I

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
DCCA 0.467 0.467 0.467 0.467 0.453 0.453 0.453 0.453 0.610 0.610 0.610 0.610 0.614 0.614 0.614 0.614 0.430 0.430 0.430 0.430 0.413 0.413 0.413 0.413

DCCAE 0.468 0.468 0.468 0.468 0.455 0.455 0.455 0.455 0.620 0.620 0.620 0.620 0.618 0.618 0.618 0.618 0.443 0.443 0.443 0.443 0.428 0.428 0.428 0.428
SDML 0.576 0.559 0.484 0.307 0.579 0.546 0.476 0.278 0.639 0.591 0.093 0.265 0.646 0.594 0.123 0.290 0.690 0.627 0.471 0.114 0.692 0.624 0.452 0.072

DSCMR 0.599 0.572 0.515 0.304 0.569 0.551 0.501 0.362 0.678 0.615 0.518 0.315 0.680 0.637 0.552 0.381 0.711 0.660 0.554 0.009 0.721 0.673 0.585 0.014
LCN 0.614 0.601 0.594 0.545 0.579 0.571 0.568 0.523 0.705 0.703 0.667 0.636 0.712 0.705 0.675 0.635 0.626 0.627 0.632 0.634 0.631 0.644 0.638 0.641

MRL* 0.514 0.491 0.464 0.435 0.461 0.453 0.421 0.400 0.724 0.719 0.680 0.640 0.727 0.724 0.682 0.639 0.625 0.581 0.384 0.334 0.623 0.587 0.408 0.359
MRL 0.598 0.594 0.575 0.528 0.576 0.564 0.560 0.510 0.709 0.691 0.678 0.640 0.709 0.694 0.678 0.635 0.639 0.633 0.641 0.613 0.647 0.635 0.647 0.618

DMCM 0.624 0.621 0.601 0.572 0.592 0.593 0.578 0.550 0.717 0.715 0.697 0.655 0.716 0.720 0.699 0.657 0.717 0.701 0.679 0.652 0.723 0.711 0.681 0.654

to ensure they achieve initial convergence. We assume that
the noise rate r is known. At each training epoch, we select
the ratio of (1− r) samples with a higher probability of being
clean in Eq. (4) as clean samples. The remained data are
regarded as noisy samples. In practice, if the noisy rate r is
unknown in advance, it can be inferred by empirical analysis.

3.3. Comparison with the State-of-the-Arts

To validate the effectiveness of DMCM, we evaluate DMCM
against several cross-modal retrieval baselines, including gen-
eral methods (DCCA [23], DCCAE [27], SDML [28] and
DSCMR [29])) and methods proposed to combat noise labels
(MRL [15], LCN [16]). For fair comparisons, all baselines
utilize the same backbones as our DMCM for feature extrac-
tion. The mean average precision (mAP) of two cross-modal
retrieval tasks i.e., using image queries to retrieve text sam-
ples (I2T) and using text queries to retrieve image samples
(T2I) are reported in Table 2.

From the results, we can see that DMCM outperforms
baseline methods in most cases. Compared to MRL, DMCM
can obtain an absolute increase of 3.43 % and 3.33 % in av-
erage mAP on three datasets for I2T and T2I. As the ratio
of noise labels increases, retrieval performance slowly de-
creases. Moreover, the average mAP of our DMCM is 6.35%
higher than MRL on XMediaNet, indicating that our method
has excellent anti-interference ability even with more classes.
It also can be seen from Fig. 1 that MRL [15] tends to overfit
during training, while our method can produce stable output.

In addition, MRL has remarkable improvements to MRL*
on Wikipedia and XmediaNet datasets. Our DMCM only
slightly trails behind MRL* on Pascal-Sentence dataset when
noise rate is 0.2 and 0.4. This is because the token length of
CLIP’s text extractor is limited to 70, impeding the feature ex-
traction of long-length texts in this dataset. In summary, the
results have demonstrated the effectiveness of our method.

3.4. Ablation Study

Table 3 displays the ablation study results of DMCM. DMCM
(λ = 1) means without mixing augmentation. We can see the

Table 3. Ablation study on Wikipedia.

Method
I2T T2I

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8

DMCM w/o MAE 0.605 0.592 0.582 0.551 0.571 0.568 0.558 0.530
DMCM w/o NGCE 0.620 0.620 0.593 0.560 0.588 0.587 0.571 0.540
DMCM (λ = 1) 0.615 0.607 0.587 0.549 0.583 0.580 0.567 0.532

DMCM 0.624 0.621 0.601 0.572 0.592 0.593 0.578 0.550

DMCM is superior to its three variants, indicating that both
mixing components contribute to performance enhancement.

3.5. Parameter Analysis

Here, we analyze the impact of varied values of λ. By set-
ting λ as 1, DMCM degenerates to a model without the mix-
ing augmentation. When λ = 0 it transforms to the version
that only with clean samples. As can be seen from Fig. 3,
a smaller λ achieves better results, which validates that the
mixing augmentation with clean samples indeed works.

Fig. 3. mAP values under symmetric noise ratio 0.6 on
Wikipedia for the two search tasks with different λ.

4. CONCLUSION

In this paper, we have proposed a novel DMCM for cross-
modal retrieval with noisy labels. Two mixing components
are designed to alleviate the impact of noisy labels. Extensive
experiments have indicated the efficacy of DMCM. The future
work shall include exploring more robust architectures and
handling more types of noises.
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